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(57) ABSTRACT

Systems and methods of mode or state awareness with pro-
grammable surface texture are disclosed. For example, in one
embodiment, a system of the present disclosure may include
a sensor configured to detect an interaction with a touch
surface and transmit a sensor signal associated with the inter-
action; a processor in communication with the sensor, the
processor configured to: determine a mode of operation; con-
trol at least one feature of a system based on the mode of
operation and the interaction; determine a simulated texture
associated with the mode of operation; output a haptic signal
associated with the simulated texture; and a haptic output
device in communication with the processor and coupled to
the touch surface, the haptic output device configured to
receive the haptic signal and simulate the texture on the touch
surface based in part on the haptic signal.
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SYSTEMS AND METHODS FOR PROVIDING
MODE OR STATE AWARENESS WITH
PROGRAMMABLE SURFACE TEXTURE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to Provisional
Application No. 61/728,665, filed on Nov. 20, 2012, and
entitled “Systems and Methods for Providing Mode or State
Awareness with Programmable Surface Texture;” Provi-
sional Application No. 61/728,661, filed on Nov. 20, 2012,
and entitled “System and Method for Feedforward and Feed-
back with Electrostatic Friction;” and Provisional Applica-
tion No. 61/728,727, filed on Nov. 20, 2012, and entitled
“System and Method for Simulated Physical Interactions
with Electrostatic Friction,” the entirety of each of which is
incorporated by reference herein.

BACKGROUND

[0002] Touch enabled devices have become increasingly
popular. For instance, mobile and other devices may be con-
figured with touch-sensitive displays so that a user can pro-
vide input by touching portions of the touch-sensitive display.
As another example, a touch enabled surface separate from a
display may be used for input, such as a trackpad, mouse, or
other device. Furthermore, some touch enabled devices make
use of haptic effects, for example, haptic effects configured to
simulate a texture on a touch-surface. This type of haptic
effect can be used to provide information to the user. Thus,
there is a need for mode awareness with programmable sur-
face texture.

SUMMARY

[0003] Embodiments of the present disclosure include
devices featuring surface-based haptic effects that simulate
one or more features in a touch area. Features may include,
but are not limited to, changes in texture, changes in coeffi-
cient of friction, and/or simulation of boundaries, obstacles,
or other discontinuities in the touch surface that can be per-
ceived through use of an object in contact with the surface.
Devices including surface-based haptic effects may be more
user friendly and may provide a more compelling user expe-
rience.

[0004] Inone embodiment, a system of the present disclo-
sure may comprise a sensor configured to detect an interac-
tion with a touch surface and transmit a sensor signal associ-
ated with the interaction; a processor in communication with
the sensor, the processor configured to: determine a mode of
operation; control at least one feature of a system based on the
mode of operation and the interaction; determine a simulated
texture associated with the mode of operation; output a haptic
signal associated with the simulated texture; and a haptic
output device in communication with the processor and
coupled to the touch surface, the haptic output device config-
ured to receive the haptic signal and simulate the texture on
the touch surface based in part on the haptic signal.

[0005] This illustrative embodiment is mentioned not to
limit or define the limits of the present subject matter, but to
provide an example to aid understanding thereof. Illustrative
embodiments are discussed in the Detailed Description, and
further description is provided there. Advantages offered by
various embodiments may be further understood by examin-
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ing this specification and/or by practicing one or more
embodiments of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] A full and enabling disclosure is set forth more
particularly in the remainder of the specification. The speci-
fication makes reference to the following appended figures.
[0007] FIG. 1A shows an illustrative system for mode or
state awareness with programmable surface texture;

[0008] FIG. 1B shows an external view of one embodiment
of'the system shown in FIG. 1A;

[0009] FIG. 1C illustrates an external view of another
embodiment of the system shown in FIG. 1A;

[0010] FIGS. 2A-2B illustrate an example embodiment for
mode or state awareness with programmable surface texture;
[0011] FIGS. 3A-3B depict an illustrative system for mode
or state awareness with programmable surface texture;
[0012] FIG. 4 is a flow chart for one embodiment of a
method for mode or state awareness with programmable sur-
face texture;

[0013] FIG. 5 is anillustration of a system for mode or state
awareness with programmable surface texture; and

[0014] FIG. 6 is another illustration of a system for mode or
state awareness with programmable surface texture.

DETAILED DESCRIPTION

[0015] Reference will now be made in detail to various and
alternative illustrative embodiments and to the accompanying
drawings. Each example is provided by way of explanation,
and not as a limitation. It will be apparent to those skilled in
the art that modifications and variations can be made. For
instance, features illustrated or described as part of one
embodiment may be used on another embodiment to yield a
still further embodiment. Thus, it is intended that this disclo-
sure include modifications and variations as come within the
scope of the appended claims and their equivalents.

Tustrative Example of a Device for Providing

Mode or State Awareness with Programmable
Surface Texture

[0016] One illustrative embodiment of the present disclo-
sure comprises a computing system such as a smartphone,
tablet, or portable music device. The computing system can
include and/or may be in communication with one or more
sensors, such as an accelerometer, as well as sensors (e.g.,
optical, resistive, or capacitive) for determining a location of
a touch relative to a display area corresponding in this
example to the screen of the device. As the user interacts with
the device, one or more haptic output devices, for example,
actuators are used to provide tactile effects. For example, a
haptic effect may be output to simulate the presence of a
texture on the surface of the device. In one such embodiment,
as the user’s finger moves across the surface, a vibration,
electric field, or other effect may be output to simulate the
feeling of a texture on the surface of the device. Similarly, in
another embodiment, as the user moves a finger across the
device, the perceived coefficient of friction of the screen can
be varied (e.g., increased or decreased) based on the position,
velocity, and/or acceleration of the finger. Depending on how
the friction is varied, the user may perceive a feature in the
touch surface that would not otherwise be perceived in the
same manner (or at all) if the surface friction were not varied.
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As aparticular example, the friction may be varied so that the
user perceives a bump, border, or other obstacle correspond-
ing to an edge of an on-screen button.

[0017] One example embodiment of the present disclosure
may comprise a tablet comprising a touch screen display
configured to display a plurality of icons associated with
computer programs (e.g., applications for playing music,
sending or receiving email, or browsing the internet). When
the user interacts with the icons on the tablet, a processor will
execute the program associated with the icon. Furthermore, in
such an embodiment, the tablet may comprise an electrostatic
actuator configured to simulate a texture on the surface of the
touch screen. In such an embodiment, when the touch screen
detects user interaction, the processor may output a signal to
the actuator to generate the simulated texture. For example,
when the user interacts with one of the icons, the processor
may output a signal to the electrostatic actuator to cause the
electrostatic actuator to output a texture associated with that
icon. As the user continues to move his or her finger across the
display, the processor may further output different textures
associated with other icons or the background of the display.
In such an embodiment, the simulated texture may enable
users to determine the location of their finger on the display
based on the simulated texture. In other embodiments, the
texture may be associated with other features ofthe tablet. For
example, in some embodiments, the texture may be associ-
ated with operating features of the tablet (e.g., a texture asso-
ciated with battery level). In other embodiments, the simu-
lated texture may be associated with applications running on
the tablet, enabling a user to determine which application is
running without looking at the screen of the tablet.

[0018] As will be discussed in further detail below, simu-
lating a texture on a surface or varying the coefficient of
friction on the surface can be used in any number of ways to
provide information to a user. Additionally, the presence of a
feature in the touch surface can be simulated using effects in
addition to or instead of simulating a texture or varying the
coefficient of friction. Similarly, a haptic effect can be output
to simulate the feeling of'a texture on the surface of the device.

Iustrative Systems for Providing

Mode or State Awareness with Programmable
Surface Texture

[0019] FIG. 1A shows an illustrative system 100 for pro-
viding a surface-based haptic effect. Particularly, in this
example, system 100 comprises a computing device 101 hav-
ing a processor 102 interfaced with other hardware via bus
106. A memory 104, which can comprise any suitable tan-
gible (and non-transitory) computer-readable medium such
as RAM, ROM, EEPROM, or the like, embodies program
components that configure operation of the computing
device. In this example, computing device 101 further
includes one or more network interface devices 110, input/
output (I/O) interface components 112, and additional stor-
age 114.

[0020] Network device 110 can represent one or more of
any components that facilitate a network connection.
Examples include, but are not limited to, wired interfaces
such as Ethernet, USB, IEEE 1394, and/or wireless interfaces
such as IEEE 802.11, Bluetooth, or radio interfaces for
accessing cellular telephone networks (e.g., transceiver/an-
tenna for accessing a CDMA, GSM, UMTS, or other mobile
communications network).
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[0021] I/O components 112 may be used to facilitate con-
nection to devices such as one or more displays, keyboards,
mice, speakers, microphones, and/or other hardware used to
input data or output data. Storage 114 represents nonvolatile
storage such as magnetic, optical, or other storage media
included in device 101.

[0022] System 100 further includes a touch surface 116,
which, in this example, is integrated into device 101. Touch
surface 116 represents any surface that is configured to sense
touch input of a user. One or more sensors 108 are configured
to detect a touch in a touch area when an object contacts a
touch surface and provide appropriate data for use by proces-
sor 102. Any suitable number, type, or arrangement of sensors
can be used. For example, resistive and/or capacitive sensors
may be embedded in touch surface 116 and used to determine
the location of a touch and other information, such as pres-
sure. As another example, optical sensors with a view of the
touch surface may be used to determine the touch position. In
some embodiments, sensor 108 and touch surface 116 may
comprise a touch-screen or atouch-pad. For example, in some
embodiments, touch surface 116 and sensor 108 may com-
prise a touch-screen mounted overtop of a display configured
to receive a display signal and output an image to the user. In
other embodiments, the sensor 108 may comprise an LED
detector. For example, in one embodiment, touch surface 116
may comprise an LED finger detector mounted on the side of
a display. In some embodiments, the processor is in commu-
nication with a single sensor 108, in other embodiments, the
processor is in communication with a plurality of sensors 108,
for example, a first touch screen and a second touch screen.
The sensor 108 is configured to detect user interaction, and
based on the user interaction, transmit signals to processor
102. In some embodiments, sensor 108 may be configured to
detect multiple aspects of the user interaction. For example,
sensor 108 may detect the speed and pressure of a user inter-
action, and incorporate this information into the interface
signal.

[0023] In this example, a haptic output device 118 in com-
munication with processor 102 is coupled to touch surface
116. In some embodiments, haptic output device 118 is con-
figured to output a haptic effect simulating a texture on the
touch surface in response to a haptic signal. Additionally or
alternatively, haptic output device 118 may provide vibrotac-
tile haptic effects that move the touch surface in a controlled
manner. Some haptic effects may utilize an actuator coupled
to a housing of the device, and some haptic effects may use
multiple actuators in sequence and/or in concert. For
example, in some embodiments, a surface texture may be
simulated by vibrating the surface at different frequencies. In
such an embodiment haptic output device 118 may comprise
one or more of, for example, a piezoelectric actuator, an
electric motor, an electro-magnetic actuator, a voice coil, a
shape memory alloy, an electro-active polymer, a solenoid, an
eccentric rotating mass motor (ERM), or a linear resonant
actuator (LRA). In some embodiments, haptic output device
118 may comprise a plurality of actuators, for example an
ERM and an LRA.

[0024] Although a single haptic output device 118 is shown
here, embodiments may use multiple haptic output devices of
the same or different type to simulate surface textures on the
touch surface. For example, in one embodiment, a piezoelec-
tric actuator may be used to displace some or all of touch
surface 116 vertically and/or horizontally at ultrasonic fre-
quencies, such as by using an actuator moving at frequencies
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greater than 20-25 kHz in some embodiments. In some
embodiments, multiple actuators such as eccentric rotating
mass motors and linear resonant actuators can be used alone
or in concert to provide different textures and other haptic
effects.

[0025] Instill other embodiments, haptic output device 118
may use electrostatic attraction, for example by use of an
electrostatic surface actuator, to simulate a texture on the
surface of touch surface 116. Similarly, in some embodiments
haptic output device 118 may use electrostatic attraction to
vary the friction the user feels on the surface of touch surface
116. For example, in one embodiment, haptic output device
118 may comprise an electrostatic display or any other device
that applies voltages and currents instead of mechanical
motion to generate a haptic effect. In such an embodiment, an
electrostatic actuator may comprise a conducting layer and an
insulating layer. In such an embodiment, the conducting layer
may be any semiconductor or other conductive material, such
as copper, aluminum, gold, or silver. And the insulating layer
may be glass, plastic, polymer, or any other insulating mate-
rial. Furthermore, the processor 102 may operate the electro-
static actuator by applying an electric signal to the conducting
layer. The electric signal may be an AC signal that, in some
embodiments, capacitively couples the conducting layer with
an object near or touching touch surface 116. In some
embodiments, the AC signal may be generated by a high-
voltage amplifier. In other embodiments the capacitive cou-
pling may simulate a friction coefficient or texture on the
surface of the touch surface 116. For example, in one embodi-
ment, the surface oftouch surface 116 may be smooth, but the
capacitive coupling may produce an attractive force between
an object near the surface of touch surface 116. In some
embodiments, varying the levels of attraction between the
object and the conducting layer can vary the simulated texture
onan object moving across the surface of touch surface 116 or
vary the coefficient of friction felt as the object moves across
the surface of touch surface 116. Furthermore, in some
embodiments, an electrostatic actuator may be used in con-
junction with traditional actuators to vary the simulated tex-
ture on the surface of touch surface 116. For example, the
actuators may vibrate to simulate a change in the texture of
the surface of touch surface 116, while at the same time; an
electrostatic actuator may simulate a different texture, or
other effects, on the surface of touch surface 116.

[0026] One of ordinary skill in the art will recognize that, in
addition to varying the coefficient of friction, other tech-
niques or methods can be used to simulate a texture on a
surface. For example, in some embodiments, a texture may be
simulated or output using a flexible surface layer configured
to vary its texture based upon contact from a surface recon-
figurable haptic substrate (including, but not limited to, e.g.,
fibers, nanotubes, electroactive polymers, piezoelectric ele-
ments, or shape memory allows) or a magnetorheological
fluid. In another embodiment, surface texture may be varied
by raising or lowering one or more surface features, for
example, with a deforming mechanism, air or fluid pockets,
local deformation of materials, resonant mechanical ele-
ments, piezoelectric materials, micro-electromechanical sys-
tems (“MEMS”) elements, thermal fluid pockets, MEMS
pumps, variable porosity membranes, or laminar flow modu-
lation.

[0027] Insomeembodiments, an electrostatic actuator may
be used to generate a haptic effect by stimulating parts of the
body near or in contact with the touch surface 116. For
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example, in some embodiments, an electrostatic actuator may
stimulate the nerve endings in the skin of a user’s finger or
components in a stylus that can respond to the electrostatic
actuator. The nerve endings in the skin, for example, may be
stimulated and sense the electrostatic actuator (e.g., the
capacitive coupling) as a vibration or some more specific
sensation. For example, in one embodiment, a conducting
layer of an electrostatic actuator may receive an AC voltage
signal that couples with conductive parts of a user’s finger. As
the user touches the touch surface 116 and moves his or her
finger on the touch surface, the user may sense a texture of
prickliness, graininess, bumpiness, roughness, stickiness, or
some other texture.

[0028] Turning to memory 104, exemplary program com-
ponents 124, 126, and 128 are depicted to illustrate how a
device can be configured in some embodiments to provide
mode or state awareness with programmable surface texture.
In this example, a detection module 124 configures processor
102 to monitor touch surface 116 via sensor 108 to determine
a position of a touch. For example, module 124 may sample
sensor 108 in order to track the presence or absence of a touch
and, if a touch is present, to track one or more of the location,
path, velocity, acceleration, pressure, and/or other character-
istics of the touch over time.

[0029] Haptic effect determination module 126 represents
a program component that analyzes data regarding touch
characteristics to select a haptic effect to generate. Particu-
larly, module 126 comprises code that determines, based on
the location of the touch, a simulated feature to generate on
the touch surface. Module 126 may further comprise code
that selects one or more haptic effects to provide in order to
simulate the feature. For example, some or all of the area of
touch surface 116 may be mapped to a graphical user inter-
face. Different haptic effects may be selected based on the
location of a touch in order to simulate the presence of the
feature by simulating a texture on a surface of touch surface
116 so that the feature is felt when a corresponding represen-
tation of the feature is seen in the interface. However, haptic
effects may be provided via touch surface 116 even if a
corresponding element is not displayed in the interface (e.g.,
a haptic effect may be provided if a boundary in the interface
is crossed, even if the boundary is not displayed).

[0030] Haptic effect generation module 128 represents pro-
gramming that causes processor 102 to generate and transmit
a haptic signal to haptic output device 118, which causes
haptic output device 118 to generate the selected haptic effect.
For example, generation module 128 may access stored
waveforms or commands to send to haptic output device 118.
As another example, haptic effect generation module 128
may receive a desired type of texture and utilize signal pro-
cessing algorithms to generate an appropriate signal to send
to haptic output device 118. As a further example, a desired
texture may be indicated along with target coordinates for the
texture and an appropriate waveform sent to one or more
actuators to generate appropriate displacement of the surface
(and/or other device components) to provide the texture.
Some embodiments may utilize multiple haptic output
devices in concert to simulate a feature. For instance, a varia-
tion in texture may be used to simulate crossing a boundary
between a button on an interface while a vibrotactile effect
simulates the response when the button is pressed.

[0031] A touch surface may or may not overlay (or other-
wise correspond to) a display, depending on the particular
configuration of a computing system. In FIG. 1B, an external
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view of a computing system 100B is shown. Computing
device 101 includes a touch enabled display 116 that com-
bines a touch surface and a display of the device. The touch
surface may correspond to the display exterior or one or more
layers of material above the actual display components.
[0032] FIG. 1C illustrates another example of a touch
enabled computing system 100C in which the touch surface
does not overlay a display. In this example, a computing
device 101 features a touch surface 116 which may be
mapped to a graphical user interface provided in a display 122
that is included in computing system 120 interfaced to device
101. For example, computing device 101 may comprise a
mouse, trackpad, or other device, while computing system
120 may comprise a desktop or laptop computer, set-top box
(e.g., DVD player, DVR, cable television box), or another
computing system. As another example, touch surface 116
and display 122 may be disposed in the same device, such as
a touch enabled trackpad in a laptop computer featuring dis-
play 122. Whether integrated with a display or otherwise, the
depiction of planar touch surfaces in the examples herein is
not meant to be limiting. Other embodiments include curved
or irregular touch enabled surfaces that are further configured
to provide surface-based haptic effects.

[0033] FIGS. 2A-2B illustrate an example of mode or state
awareness with programmable surface texture. FIG. 2A is a
diagram illustrating an external view of a system 200 com-
prising a computing device 201 that features a touch enabled
display 202. FIG. 2B shows a cross-sectional view of device
201. Device 201 may be configured similarly to device 101 of
FIG. 1A, though components such as the processor, memory,
sensors, and the like are not shown in this view for purposes
of clarity.

[0034] As can be seen in FIG. 2B, device 201 features a
plurality of haptic output devices 218 and an additional haptic
output device 222. Haptic output device 218-1 may comprise
an actuator configured to impart vertical force to display 202,
while 218-2 may move display 202 laterally. In this example,
the haptic output devices 218, 222 are coupled directly to the
display, but it should be understood that the haptic output
devices 218, 222 could be coupled to another touch surface,
such as a layer of material on top of display 202. Furthermore
it should be understood that one or more of haptic output
devices 218 or 222 may comprise an electrostatic actuator, as
discussed above. Furthermore, haptic output device 222 may
be coupled to a housing containing the components of device
201. In the examples of FIGS. 2A-2B, the area of display 202
corresponds to the touch area, though the principles could be
applied to a touch surface completely separate from the dis-
play.

[0035] Inone embodiment, haptic output devices 218 each
comprise a piezoelectric actuator, while additional haptic
output device 222 comprises an eccentric rotating mass
motor, a linear resonant actuator, or another piezoelectric
actuator. Haptic output device 222 can be configured to pro-
vide a vibrotactile haptic effect in response to a haptic signal
from the processor. The vibrotactile haptic effect can be uti-
lized in conjunction with surface-based haptic effects and/or
for other purposes. For example, each actuator may beused in
conjunction to simulate a texture on the surface of display
202.

[0036] In some embodiments, either or both haptic output
devices 218-1 and 218-2 can comprise an actuator other than
a piezoelectric actuator. Any of the actuators can comprise a
piezoelectric actuator, an electromagnetic actuator, an elec-
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troactive polymer, a shape memory alloy, a flexible composite
piezo actuator (e.g., an actuator comprising a flexible mate-
rial), electrostatic, and/or magnetostrictive actuators, for
example. Additionally, haptic output device 222 is shown,
although multiple other haptic output devices can be coupled
to the housing of device 201 and/or haptic output devices 222
may be coupled elsewhere. Device 201 may feature multiple
haptic output devices 218-1/218-2 coupled to the touch sur-
face at different locations, as well.

[0037] Turning to FIG. 3A, system 300 is an illustrative
example of mode or state awareness with programmable sur-
face texture. FIG. 3A is a diagram illustrating an external
view of a system 300 comprising a computing device 301 that
features a touch enabled display 302. In one embodiment,
computing device 301 may comprise a multifunction control-
ler. For example, a controller for use in a kiosk, ATM, or other
computing device. Further, in one embodiment, computing
device 301 may comprise a controller for use in a vehicle. In
such an embodiment, the multifunction controller may com-
prise multiple modes. For example, as shown in FIG. 3A,
touch enabled display 302 shows Radio Controls 304 and
306. In such an embodiment, computing device 302 may be
configured to control the radio of a vehicle. For example,
controller 304 may comprise an image of'a knob configured to
control settings on a radio, i.e., a knob to tune the radio
station, select a new song, or adjust the volume of the radio.
Similarly, controller 306 may comprise an image of a slider
configured to adjust another feature of the radio.

[0038] Intheembodiment described above, the user may be
a driver who does not want to take his or her eyes off the road
in order to adjust radio settings. In such an embodiment,
computing device 301 may implement a haptic effect to iden-
tify the current mode. For example, in one embodiment,
device 301 may use a haptic output device to simulate a
texture on the surface of touch enabled display 302. For
example, the haptic output device may output a haptic effect
configured to simulate the texture of, for example, gravel,
sand, sandpaper, felt, leather, metal, ice, water, grass, or
another object. Based on this texture, the user may be able to
determine what mode the computing device 301 is currently
controlling. For example, in one embodiment, the user may
know that one texture, e.g., the texture of gravel, is associated
with radio controls. In such an embodiment, when the user
feels the texture of gravel on the surface of touch enabled
display, the user knows that computing device 301 is cur-
rently controlling the volume of the radio, without having to
look at the controls. In a further embodiment, the user may be
able to assign a texture to various modes that computing
device may control. Thus, for example, the user may be able
to select a particular texture to be associated with each mode
of the device.

[0039] Further, in some embodiments, the device may be
configured to output haptic effects when the user is touching
empty space between or surrounding controls in the interface.
For example, in one embodiment, a touch screen configured
to control operations in a vehicle may display an entertain-
ment user interface. In such an embodiment, the entire touch
screen may comprise an effect associated with the entertain-
ment user interface. Further, in such an embodiment, addi-
tional features in the entertainment user interface, such as
knobs, sliders, buttons, or other controls may further com-
prise a distinctive effect layered on top of the other effect. For
example, the user may feel a background texture when the
user touches an area of the display not associated with one of
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these controls, but as the user moves his or her finger to the
control, the user may further feel a distinctive effect associ-
ated with this control. Similarly, in such an embodiment,
when the touch screen displays a navigation user interface,
the device may output a different background haptic effect
(e.g., a texture or a friction) across the whole surface, and
further distinctive haptic effects associated with controls 304
and 306.

[0040] In a further embodiment, the device may further
output another haptic effect when the user touches or moves
each of controls 304 and 306. For example, in one embodi-
ment, when the user touches knob 304 the user may feel a
certain haptic effect configured to let the user know that he or
she is touching knob 304. For example, in one embodiment,
knob 304 may have a texture that differs from the texture of
the background on touch-enable display 302. Thus, the user
may run his or her finger over touch enabled display, and
know by the change in texture when the user is touching knob
304. In still another embodiment, computing device 301 may
output a different texture as the user adjusts knob 304. For
example, in one embodiment, knob 304 may control the vol-
ume of the radio. In such an embodiment, computing device
301 may adjust the simulated texture on the surface of touch
enabled display 302 as the user adjusts the volume. Thus, for
example, as the user increases the volume the texture the user
feels on the surface of touch enabled display may become
coarser. Such a haptic effect may serve as a confirmation that
the computing device 301 has received the user input.

[0041] In further embodiments, in addition to the texture
based effects discussed above, computing device 301 may be
configured to output other haptic effects. For example, in one
embodiment, computing device 301 may further comprise
actuators such as piezoelectric actuators or rotary motors. In
such an embodiment, device 301 may output other haptic
effects configured to simulate other features on touch enabled
display 302. For example, in one embodiment, computing
device 301 may comprise an actuator configured to output an
effect configured to simulate virtual detent as the user rotates
knob 304. In another embodiment, computing device 301
may comprise an actuator configured to output a vibration as
the user moves slider 306. In still other embodiments, other
actuators may generate haptic effects configured to simulate
other features, such as borders, on the surface of touch
enabled display 302. In still other embodiments, actuators
may be configured to output vibrations and other effects the
user feels through the housing of computing device 301.

[0042] Turning to FIG. 3B, system 350 is another embodi-
ment of the computing device 301 described above with
regard to FIG. 3A. In the embodiment shown in FIG. 3B,
computing device 301 is configured to control a navigation
system. In the embodiment shown in FIG. 3B, touch enabled
display 302 may output a haptic effect different than the
haptic effect discussed above. This haptic effect may serve as
a confirmation that the computing device 301 is in a naviga-
tion control mode. In one embodiment, the computing device
301 may be configured to output a different texture on the
surface of touch enabled display 302 when the navigation
system has received a route from the user. In such an embodi-
ment, this texture may serve as a confirmation that the navi-
gation system has performed an operation. For example, one
texture may serve as confirmation that the user has entered an
address, while another texture may serve as a confirmation
that the navigation system has determined the user’s present
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location, and still another texture may serve as confirmation
that the user has arrived at a destination.

[0043] In another embodiment, touch enabled display 302
may display a user interface configured to control one or more
operations. In one embodiment, this user interface may com-
prise a navigation user interface. In such an embodiment, the
navigation user interface may comprise a plurality of modes,
for example, one mode where the user is browsing the map
freely, another one where the user interface is displaying a
route and is in the process of leading the user to a destination,
and another when the route is being calculated or re-calcu-
lated. In such an embodiment, when the user interacts with the
user interface, the device outputs a different haptic effect
depending on which of these modes the user interface is
currently in.

[0044] Further, in some embodiments, the user interface
may comprise additional sub-modes. For example, in the
embodiment discussed above, when the navigation user inter-
face is in a route mode, the device may output a haptic effect
that is further refined based on whether there is traffic on the
route. For example, in one embodiment, the haptic effect may
be associated with one texture for light traffic, and a different
texture for heavy traffic. In such an embodiment, the user may
be able to quickly determine whether there is traffic, and how
much traffic, based on the haptic effect.

lustrative Methods for Providing Mode or State
Awareness with Programmable Surface Texture

[0045] FIG. 4 is a flowchart showing an illustrative method
400 for providing mode or state awareness with program-
mable surface texture. In some embodiments, the steps in
FIG. 4 may be implemented in program code that is executed
by a processor, for example, the processor in a general pur-
pose computer, a mobile device, or server. In some embodi-
ments, these stages may be implemented by a group of pro-
cessors. The steps below are described with reference to
components described above with regard to system 100
shown in FIG. 1.

[0046] The method 400 begins when a processor 102 deter-
mines a mode of operation 402. In some embodiments, the
mode of operation may be a specific mode of computing
device 101. For example, in one embodiment, computing
device 101 may comprise a multifunction controller in a
vehicle. In such an embodiment, the multifunction controller
may be configured to control a plurality of different modes,
for example, a navigation mode, a climate control mode, an
entertainment mode, a radio mode, a text message mode, an
email mode, or a system control mode. In each of these modes
computing device 101 may be configured to control external
devices. For example, in some embodiments, in a climate
control mode computing device 101 is configured to control a
climate control system. Similarly, in an entertainment mode
computing device 101 may be configured to control a video
entertainment system. Similarly, in music player mode com-
puting device 101 may be configured to control a music
player, radio, or speaker system. In some embodiments, com-
puting device 101 may be configured to receive signals from
the device it controls, and output haptic effects, such as simu-
lated textures, based on the state of that device. For example,
in one embodiment, computing device 101 may be configured
to control a climate control system, and output a texture
associated with the climate control system having already
been turned on, or another texture associated with the climate
control system having been turned off.
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[0047] In controlling each of these modes, computing
device 101 may be configured to control various features
associated with each mode. In still other embodiments, com-
puting device 101 may comprise a different type of system,
for example, a mobile device, a thermostat, a clock, or a
control system for another device. In each of these embodi-
ments, computing device 101 may comprise a plurality of
modes, which each comprise a plurality of features that may
be controlled by computing device 101.

[0048] The method 400 continues when sensor 108 detects
an interaction with a touch surface 404. Sensor 108 may
comprise one or more of a plurality of sensors known in the
art, for example, resistive and/or capacitive sensors may be
embedded in touch surface 116 and used to determine the
location of'atouch and other information, such as pressure. As
another example, optical sensors with a view of the touch
surface may be used to determine the touch position. In still
other embodiments, sensors 108 and touch surface 116 may
comprise a touch screen display.

[0049] The method 400 continues when processor 102 con-
trols at least one feature of a system based on the mode of
operation and the interaction 406. For example, as discussed
above, computing device 101 may be configured to control a
plurality of modes. In some embodiments, each of the plural-
ity of modes comprises a plurality of features, which are also
controlled by computing device 102. For example, in a navi-
gation mode, computing device 101 may be configured to
control the destination of a navigation system. For example,
when in the navigation mode, the user may interact with touch
surface 116 to enter navigation data, or modify settings asso-
ciated with the navigation mode. In such an embodiment, a
user may further be able to change the mode to another mode.
For example, in such an embodiment, the user may change to
another mode such as a climate control mode, in which com-
puting device 101 may be configured to control various fea-
tures of the climate control system, for example, the tempera-
ture, fan speed, vents, or other features. Further, in such an
embodiment, the user may change to yet another mode, for
example, an entertainment mode. In an entertainment mode,
the computing device 101 may be configured to control other
features, such as whether to start, stop, or pause a video,
music selection, or other features.

[0050] The method 400 continues when processor 102
determines a simulated texture associated with the mode of
operation 408. The processor may rely on programming con-
tained in haptic effect determination module 126 to determine
the simulated texture. For example, the processor 102 may
access drive signals stored in memory 104 and associated
with particular haptic effects. As another example, a signal
may be generated by accessing a stored algorithm and input-
ting parameters associated with an effect. For example, an
algorithm may output data for use in generating a drive signal
based on amplitude and frequency parameters. As another
example, a haptic signal may comprise data sent to an actua-
tor to be decoded by the actuator. For instance, the actuator
may itself respond to commands specifying parameters such
as amplitude and frequency. The simulated texture may be
one of a plurality of available textures. For example, the
plurality of textures may comprise one or more of the textures
of: water, grass, ice, metal, sand, gravel, brick, fur, leather,
skin, fabric, rubber, leaves, or any other available texture. In
some embodiments, the simulated texture may be associated
with the mode, or features within the mode. For example, in
one embodiment, a specific texture may be associated with a
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music player mode. In such an embodiment, the texture of
sand may be associated with a music player mode. Further, in
such an embodiment, different types of music may each com-
prise separate textures. For example, when a blue grass song
is played, the texture may comprise a texture associated with
grass and when heavy metal is played, the texture may com-
prise the texture of metal.

[0051] In some embodiments, the texture, or other haptic
effect may be selected in order to introduce variety in the feel
of touch interfaces. In some embodiments, this variety may
make the touch interfaces more exciting and fun to use. For
example, some touch interfaces may tend to comprise a glass
or plastic feel. Over time this tactile sameness may make
interfaces boring to use. In some embodiments, a haptic tex-
ture according to the present disclosure may be selected to
solve this problem by providing a unique, and changing, feel
to the touch surface.

[0052] Further, in some embodiments, users may be able to
select a texture or other haptic effect in order to customize a
mobile device. In some embodiments, users may enjoy cus-
tomizing mobile devices. For example, some users enjoy
customizing their mobile device with selected ringtones, wall
papers and other audio-visual elements. In some embodi-
ments, users may select a haptic effect such as a surface
texture to allow for personalization of the feel of a touch
interface. In some embodiments, the user may select these
personalized haptic effects or surface textures through modi-
fying settings or downloading software associated with par-
ticular effects. In other embodiments, the user may designate
effects through detected interaction with the device. In some
embodiments, this personalization of haptic effects may
increase the user’s sense of ownership and the connection
between the user and his or her device.

[0053] Instill other embodiments, device manufacturers or
software developers may select distinctive haptic effects,
such as surface textures, to brand their devices or user inter-
faces. In some embodiments, these haptic effects may be
unique to branded devices similarly to other distinctive ele-
ments that may increase brand awareness. For example, many
mobile devices and tablets may comprise a custom or branded
home screen environment. For example, in some embodi-
ments, devices produced by different manufacturers may still
comprise the same operating system; however, manufacturers
may distinguish their devices by modifying this home screen
environment. Thus, in some embodiments, some device
manufacturers or software developers may use haptic effects
such as textures either in home screens or in other user inter-
faces to create a unique and differentiated user experience.

[0054] The method 400 continues when processor 102 out-
puts a haptic signal associated with the simulated texture to a
haptic output device 118 configured to output the simulated
texture to the touch surface 410. In some embodiments haptic
output device 118 may comprise traditional actuators such as
piezoelectric actuators or electric motors coupled to touch
surface 116 or other components within computing device
101. In other embodiments haptic output device 118 may
comprise electrostatic actuators configured to simulate tex-
tures using electrostatic fields. In some embodiments, proces-
sor 102 may control a plurality of haptic output devices to
simulate multiple haptic effects. For example, in one embodi-
ment, processor 102 may control an electrostatic actuator to
simulate a texture on the surface of touch surface 116 and
processor 102 may further control other haptic output devices
118 to simulate other features. For example, haptic output
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devices 118, may comprise actuators configured to output
other effects, such as vibrations configured to simulate barri-
ers, detents, movement, or impacts on touch surface 116. In
some embodiments, processor 102 may coordinate the effects
so the user can feel a plurality of effects together when inter-
acting with touch surface 116.

[0055] The method 400 continues when an I/O component
112 displays an image associated with the mode of operation
412. For example, in some embodiments, /O components
112 may comprise a display or touch screen display. In such
an embodiment, the display may show an image associated
with the mode. For example, in one embodiment, the display
may comprise an image associated with a radio control mode,
such as the embodiment shown in FIG. 3A. In such an
embodiment, the user may change to a different mode by
interacting with touch surface 116. For example, the user may
change to a navigation mode. In such an embodiment, the
display may then show an image associated with the naviga-
tion mode, for example, a map, such as the embodiment
shown in FIG. 3B.

[0056] The method 400 continues when processor 102
modifies at least one feature of the image based in part on the
mode of operation and the user interaction 414. For example,
in a radio control mode, when the user changes features
associated with the radio mode, for example the volume, by
interacting with touch surface 116, the display may show an
image associated with movement of the volume control knob.
In another embodiment, in a climate control mode, when the
user adjusts features associated with climate control, for
example, the temperature, the display may show a change
associated with that feature, for example, a change in the
displayed temperature.

Other [llustrative Embodiments of Mode or State
Awareness with Programmable Surface Textures

[0057] FIG. 5 illustrates an example embodiment of mode
or state awareness with programmable surface texture. FIG. 5
is a diagram illustrating an external view of a system 500
comprising a computing device 501 that comprises a touch
enabled display 502. In some embodiments, computing
device 501 may comprise a handheld device, such as a smart-
phone, tablet, pocket organizer, GPS receiver, or other hand-
held device known in the art.

[0058] As can be seen in FIG. 5, computing device 501
includes a touch enabled display 502. As shown in FIG. 5,
touch enabled display 502 shows a plurality of icons 504, 506,
508, and 510. In other embodiments, the display may show
more, fewer, or different icons. In some embodiments, each of
the plurality of icons is associated with one or more computer
programs, for example, programs for text messaging, reading
news, listening to music, reading a book, watching a video, or
accessing the Internet. Thus, in some embodiments, when a
user touches one of the plurality of icons 504, 506, 508, and
510, computing device 501 executes a program associated
with that icon. In other embodiments, icons 504, 506, 508,
and 510 may be associated with a file, for example, a data file,
a music file, a video file, or a program file. In still other
embodiments, icons 504, 506, 508, and 510 may comprise
icons that control settings of computing device 501. For
example, in one embodiment each oficons 504, 506,508, and
510 may comprise simulated buttons or switches.

[0059] Insome embodiments, computing device 501 is fur-
ther configured to output haptic effects. For example, in some
embodiments, computing device 501 may comprise a haptic
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output device as discussed above. In such an embodiment
computing device 501 may use the haptic output device to
simulate various textures on the surface of touch enabled
display 502. For example, in some embodiments, each of the
plurality of icons 504, 506, 508, and 510 may comprise an
associated texture. In such an embodiment, when the user
interacts with touch enabled display 502, the location of the
user’s finger may be tracked by sensors. Based on the location
of'the user’s finger computing device 501 may output a haptic
effect configured to simulate a texture on the surface of touch
enabled display 502. In some embodiments, computing
device 501 may output the same simulated texture when the
user touches each of icons 504, 506, 508, and 510. In other
embodiments, each of icons 504, 506, 508, and 510 may
comprise its own unique texture. In such an embodiment,
computing device 501 may comprise a setting that allows the
user to select a texture and assign it to a specific icon. In still
other embodiments, computing device 501 may be config-
ured to output still another simulated texture when the user
interacts with the background of touch enabled display 502.
In still other embodiments, computing device 501 may be
configured to simulate a texture on the surface of touch
enabled display 502 to let the user know that a specific icon
has been pressed, and that a program associated with the
selected icon is running.

[0060] Insomeembodiments, the simulated texture may be
configured to identify each icon haptically. For example, in
one embodiment, computing device 501 may be a smart-
phone. In such an embodiment, when computing device 501
is in the user’s pocket, the user may identify specific icons
based on their texture. Further, in some embodiments, com-
puting device 501 may be configured to simulate textures as
notices of device settings. For example, in one embodiment,
computing device 501 may output one or more textures to
alert the user to the level of charge in the battery. In other
embodiments, computing device 501 may be configured to
output one or more textures to alert the user that a text mes-
sage has been received, that an alarm has been set, that a call
has been placed or is incoming, that an email has been
received, that a specific program is running, that the user has
an appointment on his or her calendar, or some other charac-
teristic associated with the computing device 501. In still
other embodiments, a simulated texture may identify a status
associated with icons 504, 506, 508, and 510. For example,
each of icons 504, 506, 508, and 510 may comprise a button
or a switch, and a surface texture may be used to identify the
state (i.e. off or on) of that button, switch, or configuration
setting.

[0061] FIG. 6 illustrates an example embodiment of mode
or state awareness with programmable surface texture. FIG. 6
is a diagram illustrating an external view of a system 600
comprising a computing device 601 that features a display
602. In some embodiments, display 602 may comprise a
touch enabled display. Further in some embodiments, com-
puting device 601 may comprise a laptop, desktop, or tablet
computer. In other embodiments, computing device 601 may
comprise a handheld device, such as a smartphone, tablet,
pocket organizer, GPS receiver, smart watch, wristband,
anklet, head-mounted devices, or other handheld and/or
wearable device known in the art.

[0062] In the embodiment shown in FIG. 6, computing
device 601 is configured execute drawing software, for
example, Computer Aided Drawing Software, presentation
software, or other drawing software known in the art. As






